Generalizacja kartograficzna
| sztuczna inteligencja

Najwazniejsze pojecia, na ktérych skupiono sie w niniejszym opracowaniu, to gene-
ralizacja kartograficzna oraz sztuczna inteligencja.

Generalizacja kartograficzna stanowi jeden z najistotniejszych, a zarazem nie-
odzownych elementéw procesu redakcji map. Generalizacja definiowana jest jako
celowy i logiczny proces zmniejszania szczegdtowosci tresci mapy przy jednoczesnym
uwzglednieniu przeznaczenia mapy, poziomu szczegdfowosci, mozliwosci i ogra-
niczen percepcyjnych odbiorcy oraz Srodowiska uzytkowania (Kraak i inni, 2020).
Generalizacja kartograficzna jest ztozonym procesem decyzyjnym, w ktérym powinna
zostac wzieta pod uwage geograficzna specyfika generalizowanych obiektéw. Istotg
generalizacji kartograficznej jest modelowanie i abstrahowanie informacji geogra-
ficznej przy jednoczesnym zachowaniu, a nawet uwypukleniu specyficznych cech
generalizowanych obiektéw oraz relacji miedzy nimi, odpowiednio do przeznacze-
nia i skali mapy (Mackaness i inni, 2017).

Termin ,sztuczna inteligencja” zostat zaproponowany w 1956 r. przez Johna
McCarthy’ego, matematyka i informatyka. Sztuczna inteligencja jest utozsamiana
ze zdolnoscig danego systemu lub modelu opracowanego w srodowisku kompute-
rowym do nauki lub adaptacji na podstawie dostarczonej wiedzy i doswiadczenia
(Olszewski, 2009). Turing (1950) definiuje sztuczng inteligencje jako zdolno$¢ maszyn
do komunikowania sie z ludzmi (za pomoca urzadzen elektronicznych) bez ujawnia-
nia faktu, ze nie s to ludzie, tylko maszyny. Autor ten zaproponowat test, za pomoca
ktérego mozna zweryfikowac stopien zaawansowania rozwoju sztucznej inteligencji.
Jest to eksperyment majacy na celu sprawdzenie, czy maszyna potrafi wykazad sie
inteligencjg na poziomie ludzkim, poprzez prowadzenie rozmowy, ktéra nie ujaw-
nia jej mechanicznej natury. W tescie sedzia prowadzi rozmowy tekstowe z cztowie-
kiem i maszyna, nie wiedzac, ktéry z uczestnikdw jest maszyna — jego zadaniem jest
odgadniecie tego. Jesli sedzia nie jest w stanie z catg pewnoscig rozrézni¢ maszyny
i cztowieka, uwaza sie, ze maszyna zdata test. W zwigzku z rozwojem poddziedziny
sztucznej inteligencji, jaka sa duze modele jezykowe oraz generatywna forma sztucz-
nej inteligencji, badacze raportuja, ze jeden z modeli generatywnej sztucznej inte-
ligengji, czyli ChatGPT, przeszedt test Turinga (Biever, 2023). Minsky (2007), jeden



16 1. Generalizacja kartograficzna i sztuczna inteligencja

z pionieréw Al, zdefiniowat jg jako umozliwienie maszynom robienia rzeczy, ktére
wymagaja ludzkiej inteligencji. Chociaz opisy sztucznej inteligencji sa rézne, rdzen
Al jest powszechnie rozumiany jako teorie badawcze, metody, technologie i aplika-
cje do symulacji i wspierania ludzkiej inteligencji.

W kolejnych podrozdziatach przyblizono role selekcji w najnowszym modelu
generalizacji. Wskazano oraz opisano fundamentalne Zzrodta wiedzy kartograficz-
nej niezbednej do pozyskania, formalizacji i implementacji efektywnej generalizacji
danych. Przyblizono pojecie uczenia maszynowego, ktére stanowi jeden z wazniej-
szych elementdw sztucznej inteligencji, oraz opisano typy uczenia maszynowego.

1.1. Modelowanie procesu generalizacji

W celu przeprowadzenia procesu automatyzacji generalizacji konieczne jest wydzie-
lenie i nazwanie operacji sktadajacych sie na ten proces, nastepnie systematyzacja
tych operacji, wskazanie zaleznosci miedzy nimi oraz wyrdznienie ich charaktery-
stycznych elementéw. Wielu autoréw podejmowato sie tego zadania, np. opraco-
wujgc modele generalizacji, ktére stanowity odpowiedz na potrzebe opisu genera-
lizacji w taki sposéb, aby mogta ona by¢ stosowana w systemach komputerowych.
Istotnym elementem sktadowym modelu generalizacji jest operator generalizacji.

Jeden ze wspdtczesnych modeli generalizacji zaktada hierarchiczny podziat pro-
cesu na trzy gtéwne etapy: wstepne przetworzenie danych (pre-processing), ktéry
stanowi etap nadrzedny, oraz dwa etapy podrzedne — grupe operatoréw generali-
zacji ilosciowej (visual quantity) i grupe operatoréw generalizacji jakosciowej (visual
quality) (Stanislawski i inni, 2014). Operator generalizacji okreslany jest jako ogdlny
opis modyfikacji obiektu (Regnauld i McMaster, 2007; Roth i inni, 2011). Modyfikacja
ta moze mie¢ charakter przestrzenny lub atrybutowy, moze zatem dotyczy¢ geome-
trii lub cech obiektu. Stanislawski i inni (2014) w ramach poszczegélnych etapow
wskazuja grupy zwigzanych z nimi operatoréw generalizacji. Na etapie wstepnego
przetworzenia danych sg to wzbogacanie danych (enrichment) oraz reklasyfikacja
danych (reclassification). Wzbogacanie danych stuzy dodaniu istotnych, dodatkowych
informacji do bazy danych zrédtowych, natomiast reklasyfikacja pozwala na podziat
klas obiektow (warstw tematycznych zawartych w zrédtowej bazie danych) na bar-
dziej szczegdtowe podklasy, np. podziat drég na podklasy w zaleznosci od ich kate-
gorii zarzadzania. W ramach grupy operatoréw zwigzanych z generalizacja ilosciowg
autorzy wyrdzniajg m.in. selekcje (eliminacje, wybor), nastepnie agregacje, opera-
tor zmiany geometrii obiektéw (collapse) oraz upraszczanie. Natomiast w ramach
grupy operatoréw generalizacji jakosciowej wskazujg takie operatory, jak przemiesz-
czenie, wygtadzenie, przewiekszanie.

Operator generalizacji jest implementowany za pomocg algorytmu generalizacji
stanowigcego np. okreslong formute matematyczng lub statystyczna. Istnieje wiele
klasyfikacji operatoréw generalizacji (Regnauld i McMaster, 2007; Roth i inni, 2011).
Operatorem, ktéry wystepuje w kazdej z nich, a zarazem kluczowym i zawsze jed-
nym z pierwszych w kolejnosci zastosowania, jest operator selekgji. Selekcja zaktada
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usuniecie jednego lub wielu obiektéw, zatem jej zadaniem jest redukcja tresci
mapy lub zawartosci bazy danych odpowiednio do docelowej skali lub zaktada-
nego poziomu szczegdtowosci (Stanislawski i inni, 2014; Karsznia i Weibel, 2018;
Karsznia i Sielicka, 2020).

1.2. Zrodta i eksploracja wiedzy kartograficzne;

Powstajgce obecnie bazy danych przestrzennych zawierajg wiele informacji dotycza-
cych geometrii obiektéw, niestety czesto brak im atrybutéw opisujacych witasnosci
semantyczne obiektéw, a takze kontekstowe cechy geometryczne dotyczace relacji
z innymi obiektami. Jednoczesnie topograficzne bazy danych, stanowigce referencje
dla réznych opracowan kartograficznych, powinny by¢ na tyle rozbudowane i bogate
w swojej strukturze, aby na ich podstawie mozna byto opracowaé poprawne mapy
i pochodne bazy danych. Efektywne zaimplementowanie procesu generalizacji —
co obecnie znaczy: optymalne i automatyczne — wymaga uwzglednienia nie tylko
wtasnosci geometrycznych obiektéw, ale réwniez, co jest oczywiste, ich zrdéznicowa-
nych cech semantycznych oraz relacji przestrzennych miedzy obiektami (Mackaness,
2006). Proces polegajacy na dodawaniu istotnych informacji o obiektach okredlany
jest w literaturze mianem wzbogacania danych (data enrichment) (Neun, 2007;
Mackaness i Gould, 2014; Mackaness i inni, 2014; Stoter i inni, 2014). Natomiast
proces analizowania grup obiektéw oraz relacji miedzy nimi nazywany jest rozpo-
znawaniem struktury (pattern recognition) (Brassel i Weibel, 1988; Steiniger i Weibel,
2007; Karsznia i Weibel, 2018). Z tego wzgledu wzbogacanie danych jest czestg
praktyka zaréwno w badaniach naukowych, jak i w pracach redakcyjnych.

Do osiggniecia optymalizacji procesu automatycznej generalizacji kartograficznej
niezbedna jest eksploracja wiedzy kartograficznej oraz wykorzystanie jej w progra-
mach wspomagajacych ten proces. Wiedza ta, aby mogta zostac z sukcesem zasto-
sowana w podejsciu automatycznym, w srodowisku komputerowym, powinna zostac
w odpowiedni sposéb uscislona (sformalizowana w postaci regut lub warunkéow).
Opisana i sformalizowana wiedza kartograficzna wraz z jej implementacjg w postaci
odpowiednich narzedzi, czyli m.in. operatoréw, algorytméw oraz parametréw gene-
ralizacji, okreslana jest mianem kartograficznej bazy wiedzy lub, krécej, bazy wie-
dzy (Karsznia, 2010; 2015).

Mozna wyrdzni¢ trzy typy wiedzy kartograficznej i odpowiednio ich Zrédta.
Autorzy wyszczegolniajg wiedze geometryczng, strukturalng (semantyczng) oraz pro-
ceduralng (Armstrong, 1991; Weibel, 1995).

Wiedza geometryczna pozwala na opisanie geometrii generalizowanych obiek-
téw, np. wspdtrzednych, ksztattu. Jest tatwa do pozyskania oraz formalizacji. Wiedza
strukturalna (semantyczna) dostarcza informacji o ogdlnej strukturze i znaczeniu
obiektéw, np. ekonomicznym, kulturowym (Kulik i inni, 2005). Jej pozyskanie i for-
malizacja s3 znacznie wiekszym wyzwaniem niz w przypadku wiedzy geometrycz-
nej, zwykle zawartej bezposrednio w bazach danych. Pozyskanie wiedzy seman-
tycznej wymaga czesto wspomnianego wczesniej wzbogacania danych zrédtowych
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(data enrichment). Wiedza proceduralna dotyczy informacji o tym, jakie narzedzia
i w jakiej kolejnosci powinny zostaé zastosowane w generalizacji (Stoter, 2009; 2014).
Jest to bardzo wazny typ wiedzy, ktérego pozyskanie jest najwiekszym wyzwaniem.

Zrédtami wiedzy semantycznej oraz proceduralnej sg instrukcje redakcji map,
doswiadczenie i wiedza kartografa oraz poprawnie opracowane przez kartograféw
mapy. Eksploracja wiedzy z wykorzystaniem produktu koncowego, czyli map, okres-
lana jest w literaturze mianem inzynierii odwrotnej (reverse engineering) (Leitner
i Buttenfield, 1995). Natomiast proces pozyskania wiedzy kartograficznej nazywany
jest eksploracjg wiedzy gtebokiej (deep knowledge) (Mdiller i Mouwes, 1990).

W procesie eksploracji oraz formalizacji wiedzy kartograficznej — w szczegélnosci
pozyskiwania zasad generalizacji, wskazywania najwazniejszych atrybutéw (zmien-
nych) charakteryzujgcych generalizowane obiekty (wiedza strukturalna), eksploracji
i uczytelniania procesu decyzyjnego, a takze ustalania kolejnosci stosowania narze-
dzi generalizacji (wiedza proceduralna) — kluczowe i bardzo przydatne jest wykorzy-
stanie sztucznej inteligencji oraz uczenia maszynowego.

1.3. Uczenie maszynowe

Uczenie maszynowe stanowi jedng z poddziedzin sztucznej inteligencji. Zwigzane
jest z konstrukcjg programéw komputerowych oraz algorytméw i modeli, ktére majg
zdolnos¢ uczenia sie na podstawie dostarczonych danych oraz doskonalenia z wyko-
rzystaniem zdobywanego doswiadczenia (Mitchell, 1997). Na podstawie dostar-
czonych do programu danych oraz przyktadéw algorytmy uczenia maszynowego
moga dokona¢ eksploracji wiedzy (nowych informacji) oraz wnioskowa¢ na podsta-
wie zaleznosci, relacji oraz prawidtowosci wykrytych w danych. Uczenie maszynowe
jest zwigzane z programowaniem komputeréw w celu optymalizacji ich wydajno-
Sci przy wykorzystaniu przyktadowych danych lub doswiadczenia (Karsznia, 2023).

Uczenie maszynowe znajduje zastosowanie w rozwigzywaniu problemoéw zwiaza-
nych z rozpoznawaniem obrazéw i rozpoznawaniem mowy, jest stosowane w robo-
tyce i innych dziedzinach. Dzieki rozwojowi zaawansowanych technologii kompute-
rowych mozemy obecnie przechowywac oraz analizowa¢ duze zbiory danych (big
data), do ktérych dostep mamy zapewniony w internecie, nawet z odlegtych lokali-
zacji. Zastosowanie uczenia maszynowego w przetwarzaniu duzych zbioréw danych
okresla sie w literaturze mianem eksploracji danych (data mining). Eksploracja da-
nych polega na przetwarzaniu i analizie zbiorow danych w taki sposéb, aby na ich
podstawie mozna byto skonstruowac¢ model, ktéry jest wiarygodny, poprawny oraz
reprezentatywny (Alpaydin, 2010). Systemy sztucznej inteligencji i modele uczenia
maszynowego sg wyposazone w mozliwos¢ uczenia i doskonalenia oraz eksploracji
nowej wiedzy. Wykorzystanie uczenia maszynowego zaktada podziat zbioru danych
na dwie grupy: zbiér danych treningowych oraz zbiér danych testowych. Dane trenin-
gowe stuzg do trenowania modeli uczenia maszynowego (tzw. dane uczace) i sq wypo-
sazone w przyktady poprawnych rozwigzan (odpowiedzi), natomiast dane testowe
(tzw. dane walidacyjne) stuzg do weryfikacji efektywnosci uczenia maszynowego.
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1.4. Typy uczenia maszynowego

Mozna wyrézni¢ cztery gtdéwne typy uczenia maszynowego: uczenie nadzorowane
(supervised learning), uczenie nienadzorowane (unsupervised learning), uczenie
wzmocnione (reinforcement learning) oraz uczenie ewolucyjne (evolutionary learn-
ing) (Marshland, 2015).

W przypadku uczenia nadzorowanego, okreslanego réwniez mianem predykcyj-
nego, zaktadamy, ze do modelu uczenia maszynowego dostarczone s3 dane trenin-
gowe zawierajace przyktady poprawnych rozwigzan. Na podstawie danych treningo-
wych wraz z poprawnymi przyktadami model uczenia maszynowego zdobywa wiedze
(jest uczony), a nastepnie jg wykorzystuje, aby rozwigzywac zadania na podstawie
nowych danych. Ten typ uczenia okreslany jest réwniez mianem uczenia na podsta-
wie przyktaddéw (learning from examples) (Murphy, 2012; Marshland, 2015).

W uczeniu nienadzorowanym, nazywanym réwniez uczeniem opisowym (descirip-
tive learning), przyktady poprawnych rozwigzan nie sg dostarczane do modelu
uczenia maszynowego, a dziatanie modelu oraz podejmowanie decyzji odbywa sie
na podstawie analizy danych i wykrywania prawidtowosci oraz zaleznosci miedzy
danymi. Zadaniem tego modelu uczenia maszynowego jest poszukiwanie podobien-
stwa miedzy danymi wejsciowymi, tak aby obiekty scharakteryzowane przez dane
wejsciowe majace wspodlne cechy byty rozpatrywane tagcznie. W przypadku gdy celem
modelu jest eksploracja grup obiektéw o podobnych wtasciwosciach, mamy do czy-
nienia z klasteryzacjg (clustering), natomiast gdy celem jest okreslenie wzajemnego
rozmieszczenia obiektéw w przestrzeni, mozemy méwic o szacowaniu gestosci (den-
sity estimation) (Bishop, 2006).

Uczenie wzmocnione, nazywane takze uczeniem przez wzmacnianie (reinforce-
ment learning), moze byc¢ rozpatrywane jako typ uczenia posredniego miedzy uczeniem
nadzorowanym i nienadzorowanym (Sutton i Barto, 1998). W przypadku tego typu
uczenia model otrzymuje informacje o rozwigzaniach i przyktadach niepoprawnych,
jednak nie jest wyposazany w informacje dotyczaca poprawnych rozwigzan. Dziatanie
modelu w tym przypadku polega na eksploracji danych metoda préb i btedéw w celu
odnalezienia i wskazania poprawnych rozwigzan. Uczenie przez wzmacnianie sta-
nowi wiec rodzaj kompromisu miedzy eksploracja, w ktérej w modelu sprawdzane
sg nowe rodzaje dziafan, aby oceni¢ ich skuteczno$¢, a eksploatacja, kiedy w modelu
wykorzystywane sg dziatania, o ktérych wiadomo, ze sg skuteczne (Bishop, 2006).

Ostatni typ uczenia to uczenie ewolucyjne (evolutionary learning), ktére nawia-
zuje do ewolucji w znaczeniu biologicznym, gdzie organizmy adaptuja sie i rozwi-
jaja, aby zwiekszy¢ szanse przetrwania. Uczenie ewolucyjne jest zwigzane z imple-
mentacjg modeli, w ktérych zastosowano wybrane aspekty nasladujace naturalng
ewolucje w celu usprawnienia i optymalizacji dziatania programéw komputerowych
(Back, 1996; Bishop, 2006).

Najbardziej popularng i najczesciej wykorzystywang w badaniach technikg jest
uczenie nadzorowane. W niniejszych badaniach wykorzystano ten typ uczenia
maszynowego.



